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1973). Consequently, it has become important for speech researchers to be acquainted 
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This paper attempts to provide an introduction to the techniques and results which 
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with some understanding of the nature of speech signals and the difficulties of per- 
forming an acoustic and phonetic analysis of such signals but with little familiarity 
with the techniques for parsing and semantic interpretation of natural language or 
the ways in which such techniques could be used in a total speech understanding 
system.  However, readers with interests in computational linguistics, linguistics, 
and artific'al intelligence may also find the paper of interest. 

This paper is not intended to be a survey.  Rather, in it I will try to trace 
the development of what I think are several important ideas and trends in parsing 
ana syntax and in semantic interpretation.  I »fill attempt to convey a feeling for 
what I think the state of the art is, how it develop3d conceptually, and some of the 
new perspectives that the problems of speech understanding place on the processes of 
parsing and semantic interpretation. 
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Tnis paper is not intendea to be a survey. natner, in 
it 1 will try to trace tne Development of wnat 1 tnink are 
several important iaeas ana trends in parsing and syntax and 
in semantic interpretation. I will attempt to convey a 
feeling lor wnat I tnintc tne state of tne art is, how it 
developed conceptually, ana some of tne new perspectives 
tnat tne problems of speecn unaerstanaing place on tne 
processes of parsing ana semantic interpretation. 
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Part 1.  o^ntactic Analysis 

Ihere are two parts to the proulew ol syntactic 
analysis -- one is a component oi' judgment or decision 
(wnethur a given string ol words is a sentence or not) and 
tne otner is a component ol representatj-on or interpretation 
'.deciding what tne pieces ol' tne sentence arc and n^w tney 
relate to eacn otner). In speecn understanding we will see 
tn?t botn ol tnese are important. 

Let me start witn a mini-nistory descriPing wnat 1 
thin« tne current state ol tne art is, now it developed 
conceptually, and some ol tne new perspectives tnat the 
problems oi speecn understanding place on tne evaluation ol' 
parsing tecnniques. 

r1 nrase structure Grammars 

The field o1 linguistics was given a great stimulus 
wnen tne two aspects cl syntax (judgmental and structural) 
were combined in tne lormaiisr,, ol pnrase structure grammar. 
Prior to tnis development, largely due to Chomsky (e.g. 
Cnomsicy, 1965), the mechanism wnercDy a computer program 
could decide wnetner a given sequence oi worus war a 
grammatical sentence or not would nave been difficult to 
imagine. 

Tne principal component ol a phrase s-.^cture grammar 
is a collection ol "rewrite rales" sucn as tr.e following: 

is - > ut1   v f 
Pi P  - > Ut'i     it 

\1 r    - >    \i   H P 

Intuitively, tne first rule indicates tnat a sentence can 
consist ol a noun pnrase followed by a vero pnrase. 
permally, it indicates tnat in tne course ol deriving a 
sentence, one can replace an occurrence of tne symool ä in 
tne string aeriveu so far, witn tne sequence ol two symbols 
hF Vr. Similarly, one can replace the up witn tne sequence 
uci N ano the Vf witn tne sequence V i^r1, ultimately deriving 
t. ne sequence Utl w V üLI N, wnicn is tne sequence oi 
syntactic woro categories underlying a sentence sucn as 

xhe man bit tne uoc 
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Parsers ana hecognizers 

The rewrite rules ol a phrase structure grammar can be 
usea to characterize tne set ot possible sequences ot words 
which can be considereu grammatical sentences, thereby 
lormally representing tne judgmental part ot syntax. A 
formal algorithm tor taking a grammar and deciding whether a 
sequence ol words is a sentence witn respect to tnat grammar 
is called an acceptor or a recogn.zer. 

11 in the course ol aeriving a sentence accoraing to 
the rules we keep track ci whicn symbols were rewritten into 
whicn sequences, one can construct a tree structure sucn as 
that represented in ligure 1 whion gives a very nice 
representation ol wnat tne parts ol the sentence are and hew 
tney are put togetner, thus achieving a structural 
representation ot tne sentence. An algorithm for 
constructing such a representation wnile accepting or 
recognizing a sentence is caiieo a parser. 

NP 

DET N 

THE   MAN 

VP 

\ 
NP 

/ \ 
DET     N 

BIT 

THE DOG 

figure 1:  A jamoie enrase structure iree 

Lexical categories ano aictlonaries 

wotice that in ligure 1 ano in tne grammar rules there 
are two diiferent kincs ol names oi' noces; tnere are 

■nonterminal" symbols HKC S, eif, anc V f, wnicn name wnole 
pnrase typeo, anu tnere are otner symbols which are 
essentially lexical woro class names, like determiner, noun, 
ana vero. Tnis distinction uetween terminal and nonterminal 
symoois is tormalized by dividing tne vocaoulary of  special 
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sy loois ot a phrase structure grammar into a terminal ana 
nonterminal vocabulary. The initial syinool ü, ana all ol 

the symDols whicn later get rewritten by pnraae structure 
rules are in tne nonterminal vocabulary. The uerivation ol 

a sentence stops wnen tie spring consists entirely ol 
terminal symbols. In a simple view of phrase structure 

grammars, tne terminal symbol; would be the tnglisn worus 
themselves, but this woula result in a huge set ol 

"singleton" rules sucn as: 

1>LT > the 

Cun tne average tnere wouiu be severax sucn rules lor eacn 

wore in fc,n?1ish). insteau, tne syntactic wora classes 

usually serve as tne terminal vocabulary ana tne 

correspenaence between syntactic woru classes ana tne woras 
nneraselves is taKen care ol oy a uictionary. 
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_^ ana  wnose  rignt-liand  sides  are  eitner a single terwinal 
syrauol  or  a  terminal  symbol   followea   oy   a   single 

■• nonterminal. 

At the other  end  01'  tne  spectrum  are  tue  type  0 
§,, grammars,  also  known  as  general rewriting systems, wnicn 

correspona in generative power to Turing macnines ,   General 
f"| rewriting  systems  are characterized by rewrite rules wnose 

left-hand ana right-hana siaes can be arbitrary strings of 
terminal and nonterminal symbols suoject only to tne 
constraint tnat terminal symbols cannot be rewritten as some 
dif'lerent  terminal or nonterminal symool .  iype 1 grammars, 

M also known as context sensitive grammars, are strictly  less 
powerful than general rewriting systems anu strictly more 
powerful than context free grammars.  ihey are characterized 

J, by  rewrite  rules  in wnicn tne lert-nana slues specii'y not 
only a nontermina1 symbol to be rewritten, but also a 
context of terminal anu nonterminal symuols wnicn must be 
present in order for tne rule to be appliea. 

r'igure 2 gives a summary of tne types of rules for eacn 
">• class of grammars. 

In the figure, the notation V is usea to represent the 
union of tne terminal anu nonterminal vocaoularies of tne 
grammar (Vt a no Vn), ana tne " operator is useo to inuicate 
tne set of all possible strinss wnicn can be n—^ae from a 
given vocabulary (i.e. Vt* inaicates tne .'et of all 
possible terminal strings). i'he symbol e represents tne 
empty string (i.e.  tne string witn no S y m £> 0 i s ) . 
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TYPE   0:      GENERAL   REWRITING   SYSTEM 

a a. /3   €   V 

TYPE   1 :      CONTEXT    SENSITIVE 

x—     X/a — ß X€ VN 

TYPE   2 :      CONTEXT    FREE 

X—'     y X€ VN,/€ V*-{e} 

TYPE    3 -      FINITE  STATE 

a   Y X,  Y € VN 

a a € Vr 

f'igure d :   oum.'nary ol tne Cnotasky ttierarcny 
of ]Jnrase jtructure Ui aumars 
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tu. resulting string derivation without leaving a trace in , , ., ...,,, 
that is generated. This is what gives the general rewriting 
system its power, and also has tne undesirable consequence 
tnat a recognition or parsing algorithm cannot oe guaranteed 
to exist tor general rewriting systems. ror ail ot the 
other classes ol grammars, it is possible to construct a 
recognizer wnich lor an arbitrary string wil., say yes-or-no 
whetner that string is in a given grammar. ueneral 
rewriting systems are theretore not very aesirablt as 
machine models ot language due to this inability to 
guarantee a recognition aigoritnm. 

uerivations 

I 
r 

i 
i 

i 
i 

ror eacn of tne type 1, ^, and 3 grammars, formal 
parsing algorithms can be ueviseo wnicn, given a grammar ana 
a string, can answer tne question whether tne string is a 
sentence with respect to tne ammar. Xnis is aone by 
attempting to discover a derivati-u of tne string from tne 
initial syraool of tue grammar by means ot tne rewrite rules. 
A derivation is essentially a sequence of worKing strings 
starting with the initial symbol, eacn ol wnich results from 
tne preceding one by one application of a rewrite rule. a 
string is said to be generated by tne grammar it tnere is a 
derivation of tne grammar leading to it. 

figure i   gives 
figure 1 . 

a jam pie derivation ot the  sentence  in 
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SUMMARY   OF    DERIVATION 

S  -^   DET  N   V   DET  N 

INTERMEDIATE   STRINGS 

S 

NP    VP 

DET   N      VP 

DET   N NP 

DET   N DET N 

r'igure j: h  oarapie uerivation 

notice however tnat Lncre can ue several aistinct 
uerivations lor a single pnrase structure tree corresponding 
to aitierert orders ot applying tne rewrite rules, r'or 
example, it" instead ci expancixng tne subject noun pnrase 
o&tore the vero pnrase one were to expanu tne vero pnrase 
first, one ol tne derivations ot rigure 4 woula result, 
(r'igure 4 compactly represents ail oi tne possioie 
derivations of tnis particular surlace string, with tne 
coffiiüon initial parts oi üiilerent derivations comoineu. 
Alternative cnoices lor expanding a given string are 
indicated by tne arrows, anu individual derivations are 
terminated oy undei'l ining . ; 
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DET N V DET N 

NP VP 

DET N VP 

DET N V 

DET N V 

NP 

DET   N 

NP  V  NP 

DET N NP 

DET N  V   DET   N 

NP  V DET   N *- 

DET  N DET N 

rigure 4 Hiternative uenvations ol tne Ssntence 
iroia rigure 3 

essentially a1 or tne expansion tnat appears in tne phrase 
structure tree ;ou1d oe done in any oraer ana eacn different 
oraering woula iv i ailterent uerivation wnicn corresponds 
to eflectively e same parse. If we don't want to be 
swamped witn alternative derivations ol the same parse, tnen 
we neea to include in our parsing aigoritnm some control 
strategy tnat will Keep it 1rom getting ail ol tnera. Tne 
typical control strategy tnat is usea in text-oasea parsers 
(as opposed to speecn) is to  decide  aruitrarily  that  tne 
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omy derivations wnich will be consiaereü will be tnose 
which expand at each step the iet'traost nonterminal in tne 
string. Ihis etTectively selects one canonical derivation 
tor each possible parse tree. This raaKes tne derivation 
shown in rigure 3 the canonical one, and the otner two tnat 
are shown in rigure 4 are not found. 

The Hoots of wonoeterminism 
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A  +  B  *  C 

figure ö: A Parse Tree for ' a + b • c " 
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essentially, in order to obtain tne parse tree in Figure 6, 
it is necessary not to go aneaa and reduce tne secono f to a 
I. Instead we must postpone tnat until reuueing tne c to an 
F ana reducing tne t' • f' to a single e", wnich can tnen be 
reduced to a T and tne 1 + 1 reducrd to a single t. 
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öottora Up, lop uown, Hreaictive, and   wonpreuictive Parsing 
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ail possible cnoices ot expanding tne Lopmoct nonterminal of 
tne stacK are pursued and tne string is accepted il any ol 
the alternative computation pattis leads to tne accepting 
criterion,) An example ol a top-down analysis using a 
pusndown store is shown in "igure d. (iiere the rectangular 
enclosure represents tne pusndown store, the arrows the 
steps in tne analysis, ana t.'je plus sign indicates tne 
consumption of a symooi from the input string by a given 
stack configuration,) 

NP DET 
VP N 

VP 

+ THE 
N 

VP + MAN 

V 
NP 

+ BIT DET 
N 

+ THE 

w +   DOG u ACCEPT SENTENCE 

r'igure ö: A Sample Top-aown Preuictive Analysis using 
a Pusndown Store 

Tne narvard predictive Analyzer 

Tne original narvard rTydictive analyzer (Kuno ana 
uettinger, 1903) does a siigntly more optimized version ol 
tne top-uown tecnnique just aescrioea, it worKS witn a 
grammar wnicn has been transl ormea so ti»at all 01 its rules 
nave a terminal symooi as tne first symbol ol their 
ri^nt-nand sides, inus at every step ol tne pusndown store 
analysis tne aigoritnm consumes a symooi irora tne input 
string, anu tne numdcr ol steps in a given computation patn 
ol tne nonueterrainistic macnine is at most n, wnere n is tne 

iengtn  of tne input string,  (uf course tne number ol steps 
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Tne use ol tne well-formeo substring table is 
sulficiently useful tnat some parsing aigoritnms have been 
designed exclusively arouna tnat notion. Tneir central 
purpose is to liil in tnis table witn entries saying there 
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ol' length 2 and 1 will already nave been raacie ana any 

questions about trie existence of such constituents can be 
answered by merely consulting tne table. The constituents 

of lengtn 1 are founü by matcning singleton terminal rules 
against the input string. wtien sucn an algorithm 

terminates, if tnere is an entry lor tne initial symbol from 
the beginning to tne enu of tne input string, tnen the 

string is accepted by tne parser, otnerwise it is rejected. 

eliminating heaundancy 

not 
ord 
can 
at 

ell 
it 

sin 

rnis 
ana 
ide 

to 

m e n 
req 
a p 

tna 
anu 

tne 

thi 

una 

res 
tna 

req 

sam 

in 
to 

er of 

rel 
an 

i c i e n 

nas a 
ce on 

neara 
lysis 

ntify 

the 
t i o n e 

uires 
art ic 
t  na 

11 a 

n it 
IliC   t 

erstd 
tr ic t 
t  iao 

u ire 
e par 

tne 

do 
1 i 

y o 
ear 
cy 

di 

e 0 
or 

f 

th 
1 e 

a e 
t 

ula 

s 

11 

wi 1 
ner 

mil 
ion 
st 

a a 
se 

au 

a 1 
i i i 

n a 
1 ie 
au 

sad 

I t 

S 
row 

e g 
ft- 

e,rl 
ne 
r c 

to 
or 

1 b 

el o 

n K 

te 
ii i 

ove 

o ve 

ot 

ng 
ny 
r 

van 
van 

he 
ar b 

b 
ar b 
fir 

i er 
inc 

ano 

tne 

e v 
re-, 
to 

Th 
xt 

ere 
r a 

typ 

ol e 
in t 

an s w 
po in 
tage 

tage 
er it 

led 
eing 

led 

s t c 
, an 

i via 
nica 
fou 

sub 
ery 

tn 

tr 
is i 
par 

nt s 

nd o 

e 
xc 

nt 
er 

t 

i 
ic 

a 

wo 

an 
a 

ua 
1 
na 

se 
u i 

at 

S i 

0 i 

ve 

01 
ess 
ta 
tn 
i n 
to 

or 

al 
nd 
1 ou 
ra ) 

or. i 
to 

I s 
oru 

f i 
que 

II i 

to 
a i 

ng 
ut i 

r a 

ai 

iv 

bl 
at 

r 

sp 

el 
t 

nd 

oa 
ar, 

r. e 
er 

rs 
ML 

cu 
it 

Uli 

sy 
on 
ga 

gon 
e co 
e be 
la 

tne 
ora 1 
eecn 
em en 
nero 

( K 

i hi 
I ae 

y ot 
ps i 

1 
t in 
pro 

it t 

i 

re ia 

u a m e 
stem 
to 

in i 

trim , 1 

in p u t a t 

used . 

needed 
3 t q U e 

nary t 
under 

ts ear 
by Ke 
men 
s same 
ri vat i 
ner pa 
n an a 
1 one 
some 

cess in 
o r e c o 
s im 

x s o in 
nta 1 a 
s oper 
tne p r 

n dill 

t is 

ions 

Thi 
nav i 

nee, 
ex t p 

s t a n u 

iy in 
ep t 

could 
di sa 

on of 

r s i n g 

na 1 ys 

of tn 
sucn 

g 13 

ver f 

por La 
e oi 

epar t 
ate a 
o o i e m 

e r e n t 

cr 111 

tnat 
s is 
ng be 

Thi 
a r s 1 n 

ing a 
tne 

rife  r 

be 
d van t 

a pa 
u e c n 

is to 
e eri 

o r a e r 
r e p e n 

r o m t 

nt 

the 
ure i 
na it 

ot 

v ay s 

cai 1 

a par 
so tn 
en p u 
s  na 

g. ti 
pplic 
c n a i n 
est 
usea 

age 

rse w 

n 1 q u e 

be f 
ticai 

ing i 
dent 

ne er 
lor 

se o 

r o m t 
is g 

final 

n o r a e r 
t icular 

at one 
t tnere 
s many 

owever, 

a 11 o n s , 

may be 

of the 

to nelp 
applies 

hich we 
w n 1 c h 

o u n d in 
things 

s wrong 
on it , 

r o r ,  1 

s p e e c n 

r d e r i n g 

ne way 
oing to 
n g  tne 

in many cases, it may be important to be able to jump 
over and find tne object noun pnraso ana tnen t.ie verb 
pnrase wnen you naven't lounu tre subject yet. ror example, 
in tnose cases wnere tne suoject wasn't linuabie because of 
a garbled word, a well unaerstoou verb phrase could be used 
to predict wnat Kina of subject ougnt to be tnere. nowever, 
in other ases wnen you nave found tne suoject first on one 
patn, a computation patn wnicn finds tne vero pnrase and 
tnen comes back and worKS on trie subject will lind the same 
parsing over again, ine solution that we have been using in 
tne bbH system (wooas, 1974) -- trie solution wnicn I tnink 
nas to be used -- is to put in appropriate cnecks at various 
cnoice points to ask wnetner tne tning tnat is about to be 
produced nas been founu already on some otner patn ano avoid 

creating a duplicate,  hhen tnis is done  at  tne  level  ol 
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noun phrases, embedded clauses, etc., it tenas to block the 
redundant generation of larger constituents belore the 
duplication becomes un lanageable. It still carries witn it 
the cost of trie additional checking, but 1 tnink that this 
cost is essential in order to cope with the errors that will 
occur in speech. 

Lexical Ambiguity 

1: 

I've rnentio 
parsing problem 
traditional tex 
amoiguity oi' w 
sounds. The tnaj 
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for a given wora 
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led" can either be a vero or a noun, and 
r be a preposition or a verb. If we think 
receiving a sequence oi tnese kinas of 
put, there would be jx<>xü=1^ strings of 
ories that you could gee for this jentsnee. 
t eacn such sequence through the parser 
arently some early parsers did exactly that) 
ng twelve separate parsings. Imagine what 
h a sentence of say 20 words with an average 
ategories per wore; you would have over 
rent possible such sequences. In speech 
his basic ambiguity is magnified by the 
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to wo^d sequences. Clearly one doesn't want 
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wora Lattices 

A technique that has 
with  lexical  amoiguity 
input symools rather tnan 

been very eiiective for dealing 
has been the use oi a lattice of 
a single string.  A simple example 
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E-V 1 N« 

-N i—V' 
An.i—J ADJ< 

PREP 
DET 1 N —1 

TIME FLIES LIKE AN ARROW 

r'igure 9: A oample word Lattice 

cjucn lattice compactly represents all ol tne possible 
alternative sequences of in;ut symbols with tne common parts 
Of different sequences factored together so tnat processing 
on tnem needs to oe uone only once. *itti such an input, 
grammar rules are matched tne same as beiore, except that as 
a rule is matcned against the input, particular paths are 
selected tnrougn tne wore lattice wnich satisly tne match. 
This technique has a tremendous oenetit in terms of tne 
amount ot computation reouired for parsing. wnen a 
particular rule is matcnea at a given point ia tne word 
lattice, all of tne possible sequences of worus in wnich tne 
matching sequence occurs are effectively factored togetne • 
so that the result of tne reduction is effectively performed 
just once for an entire equivalence class of word sequences, 
Ihis technique is very attractive for speecn understanding 
oecause tne possible alternative segmentations of the input 
signal into words leads to a lattice structure similar to 
tnat illustrated in r'igure 9 (altncugn of slightly more 
varied structure), whereas tne structure in Figure 9 is 
notning more tnan a sequence of alternative syntactic 
categories, tne structures for word lattices in speech 
understanding tend to nave mucn more brancning, and the 
individual brancnes leaving a given point do not all come 
togetner again at tne same point. nowever, tne same parsing 
algorithm runs on this more generalized input lattice and 
saves a tremendous amount of processing by avoiding the 
multiplication of combinatorial possibilities. 
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Chart Parsers 
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Parsing versus Kecognition 

I 
I 
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In order to be called a parser, an algorithm must not 
only calculate whetner a string is accepted or not, as does 
a recognizer, out it must also keep a reoord ol' the 
derivation and provide one or more structural analyses of 
the sentence. In my description of most of the parsing 
algorithms so tar, 1 nave glossed over this distinction and 
only the recognition aspects have been discussed. In order 
to be a parser, an algorithm must Keep track ot and report 
what constituents were used as pieces of what higher 
constituents. This can be done conveniently for a chart 
parser by annotating each of the segments of the chart with 
a list of the constituents wnich formed it, -- that is, by a 
list of the segments which were combinea by some rule to 
produce the annotatea segment. In general, there can be 
several ways to form a given segiaent from different 
sequences of constituents so the annotation must provide for 
several such constituent lists in order to represent all 
possible analyses. 
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TIME        FLIES LIKE AN ARROW 

figure 11: h   Lhart wiu. Accidental Constituents Removed 

TIME        FLIES LIKE AN ARROW 

r'igure 12: A Chart Showing Constituent Pointers I'or One Parsing 
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I. 

i. TIME FLIES LIKE AN ARROW 

r'igure 13: A Chart Showing All Constituent Pointers for Two Parsi 
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tarley's Algorithm 

There is another parsing algorithm for context free 
grammars due to Jay Earley (Earley, 1970), which can be 
thought ol as a preaictive chart parser. This aU'^rithm 
combines the benefits ot tne systematic, lattice-oriented 
parsing of the well-formeo substring or chart parser with 
the advantages of .-reaictive analysis. Although the 
algoritnra was developv'd in tne context of parsing for 
computer programming languages, and is presented as sucn by 
barley, the algorithm has many  tneoretical  advantages  for 
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3. (completion or "popping") For each rule wnose match 
has just been completed in this column, go back to the 
column where that match was begun and pick up and continue 
the match of all rules which can use the constituent just 
formed . 

In Parley's statement of the algorithm the progress of 
a rule match is recorded by a pair of numbers -- the rule 
number and the number of symbols in the right-hand side of 
the rule which have already been matched. An entry in the 
table consists of these two numbers plus the number 
indicating the coljrun '.n which the rule match was begun. A 
sentence is accepfed if, when the last column is filled out, 
it contains ar entry for a rule whose left-hand side is S, 
whose match hao h* n norapletea, and whose match was begun in 
column 0. (The al, ithm begins by initializing column 0 to 
contain all of the i .ies whose lrit-nand sides are S.) 
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A basic transition network (bTN) is essentially a 
finite state transition diagram to which recursion has been 
added by flat (see woods, 1969, 1970, 1973a). The result is 
no longer a finite state device, but rather is formally 
equivalent to a pushdown store automaton or a context free 
grammar. The bTN is a labeled, directed graph whose nodes, 
which we call states, represent states which the grammar can 
be in in tne course of generating (or analyzing) a sentence, 
and whose arcs represent transitions from state to soate. 
The labels on the arcs indic?-e the input symbol or type of 
pnrase which must be consumed from the input string in order 
to make the transition. It is the possibility of arcs 
(called PUSH arcs) labeled with the names of phrase 
constituents that provides the recursion wnicn makes this 
model more than finite state. The grammar contains a start 
state for each of the types of constituents which can be 
called for on a PUSH arc, and distinguisnea states called 
final states wnich represent the completion of «-.ne analysis 
of some constituent. A PUSH arc can be taken if some string 
acceptea by the start state associated with the label of 
that pusn arc is consumea (or generated). There is a 
mecnanical proceaure presented in «oods (1969) for 
transforming any given context free grammar into an 
equivalent bTN and performing a number of optimizing 
transformations on tne resulting ÖTN to produce a grammar 
which is more compact and more efficient for parsing than 
the original context free grammar. bssentialiy the bTN 
provides a way to factor a context free grammar into a 
finite state part and a recursive part so that as much of 
the grammar as possible can be expressed in the finite state 
part and optimized by tne same tecnniques applicable to 
finite state grammars. 

The set of notations used by linguists for representing 
alternative sequences anc repeatable constituents in their 
grammar rules correspond to the operations callea "union", 
and "closure" in the theory of finite state automata, which 
together with the operation of concatenation are known to 
generate the finite state languciges. Thus, tne right-hand 
sides of grammar rules using these notations are merely 
notational variants of what is in automata theory called a 
"regular expression" , and there exist formal procedures for 
translating such a representation into an equivalent 
transition diagram for a finite state macnine. These same 
procedures can be used to translate a context free grammar 
using these notations into an equivalent bTrt, such as the 
one illustrated in Figure 14c. 
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Thus the BIN I'ormaiisra provides a realization tor tnese 
notions of alternative sequences and repeatabie constituents 
that is more efficient for a parser as well as being less 
redundant as a linguistic specification. Each of the arcs 
leaving a given state represents an alternative possible 
continuation of the string being generated (or of the 
analysis of a given string). 
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PASSIVE 

NP   (AUX) NP 

2   BE + EN-J-3  BY-H 

CONDITION: 4 # 1 

a. STATEMENT OF THE RULE 

K 

NP AUX   VP 

I   I   A 
1   2  V  NP 

3  4 

S, 

NP AUX      ^P 

4  2  BE EN V BY NP 

b. EFFECT OF THE RULE ON TREES 

Figure 15: A öample TransIormational hule 
Transformation 

The Passive 

The rule says that if you can analyze an intermediate phrase 
structure tree into a sequence consisting of a noun phrase, 
optionally an auxiliary verb, followeü by a main verb and an 
object noun phrase, then you can transform the tree by 
moving the subject noun phrase (1) to the position of the 
object noun phrase (i») appending the word "by" on its left, 
moving the object noun phrase to subject position, and 
appending the morphemes, "be" ana "en", to the left of the 

main  verb.   This   rule   changes   the   tree   structure 
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The ATN formalism suggests a way of viewing a grammar 
as a map with various landmarks and recognizable locations 
that one encounters in the course of crossing a sentence 
from left to right. For speech understanding this 
perspective is beneficial, for example, in attempting to 
correlate various prosodic characteristics of sentences with 
such "geographical landmarks" within the structure of a 
sentence. 

Let me conclude this presentation of syntactic 
techniques with a reiteration that 1 have not attempted to 
make a case that any one parsing teennique or grammar 
formalism is uniformly better tnan others (indeed I do not 
believe there is a best one for all applications). Rather, 
I have attempted to give sufficient insight into the 
relative advantages and disadvantages to enable the reader 
to make appropriate choices for particular applications. 
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Fart 11.  Semantics 

Turning now to the subject of semantics, I should 
perhaps first make the point that the word "semantics'- meano 
different things to different people. There is a tradition 
in philosophy and logic that specifies the semantics of 
formal systems such as the prepositional calculus in terms 
of a set o- "truth conditions" for each possible expression 
in the system. These truth conditions are abstract entities 
which specify the situations or "possible worlds" in which 
tne statement would be true. In linguistics, on the other 
hand, concern is usually devoted to finding a notation or 
representation in which to specify ea of the different 
possible interpretations or "readings" which a natural 
language sentence can have and to procedures for determining 
wnether a sentence is meaningful or "anomalous" (i.e. not 
rtieaningf ul) , The linguist does not usually follow this up 
by pruvioing a semantics in terms of truth conditions for 
his notation. In the field of programming languages in 
computer science, the semantics of a programming language is 
specified in terms of the computations which the machine is 
tc perform as a result of a given expression. In specifying 
a formal semantics for such systems however, one usually 
taKes recourse to defining tne semantics by reducing it to 
another notation such as tnose of elementary arithmetic, 
wnose semantics is presumably understood. In the fields of 
computational linguistics and artificial intelligence, the 
term is perhaps most misused. In some cases, it is taken to 
cover everything that isn't syntax -- i.e. everything that 
is not part of a grammar, while in otners it is asserted to 
be no different in principle from syntax, and any basis for 
a aistinction between the two is denied. 

wnile I don't have tne space here to go into a complete 
exposition of tne different concerns of all of these 
different perspectives on semantics, I will try to give a 
briet synopsis of the aistinctions. 

Let us begin by considering what all of these different 
things which call themselves semantics have in common. 
According to IT dictionary, semantics is "the scientific 
study of the relations between signs or symbols and what 
tney denote or mean." This is the traditional use of the 
term and i-epresents tne common thread which links the 
different concerns discussed above. Notice tnat the term 
does not refer to the things den^-^d or the meanings, but to 
the relations between these x, .ngs and the linguistic 
expressions which cenot*» tnem. Thus, although it may be 
difficult to isolate exactly what part of a system is 
c=manticsf any s>stem whioh understands sentences and 
carries out appropriate actions in response to them is 
somehow   completing   this  connection,  and  therefore  is 

applying semantic knowledge to this task.  Une of the common 
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Although in ordinary natural language not every 
sentence is overtly dealing with procedures to be executed, 
it is possible nevertneless to use the notion of proceaur-es 
as a means of specifying the truth conditions of declarative 
statements as well as tne intended meaning of questions and 
commands. One thus picks up the semartic chain from the 
pnilosopners at tne level of truth conditions and completes 
it  to  tne  level  of  formal specifications of procedun 'es . 
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Semantics in LUNAH 

The semantic framework of the LUNAh system consists of 
three parts -- a semantic notation in which to represent the 
meanings of the sentences, a specification of tne semantics 
or meanings of tnis notation by means of LISP programs, ' id 
a procedure for assigning representations in the notation to 
input sentences. In LDNAh, the semantic notation (which I 
have referred to there as a query language) consistj of an 
extended notational variant of the predicate calculus. 

The query language contains essentially three kinds 
constructions : 

of 

1) designators, which name or denote objects cr  classes 
of objects in the data base, 

2) propositions, which correspond  to  statements  that 
can be either true or false in the data base, and 

3) commands, which initiate and carry out actions. 

Designators come in two varieties ~- individual specifiers 
and class specifiers. Individual specifiers correspond to 
proper nouns and variables. For example, S10046 is a 
designator for a particular sample, ULIV is a designator for 

^0 
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3 

i. 

I  , 

u 

a certain mineral (olivine), and X3 can be a variable 
denoting any type of object in the data base. Class 
specifiers are designators used to denote classes of 
individuals over which quantification can range. They 
consist of the name of an enumeration function for the class 
plus arguments. "or example, (SEU TiPECS) is a 
specification of the class of type C rocks (i.e. breccias) 
and (DATALINE S10046 OVERALL OLIV) is a specification of the 
set of lines of a table of chemical analyses which 
correspond to analyses of sample 310016 for the overall 
concentration of olivine. 

Elementary propositions are formed from 
designators  as  arguments,  and  complex  p 
formed from these by use of tne logical conn 
and    NOT    and    by    quantification, 
(CONTAIN S10046 OLIV)   is   a   proposition 
substituting  designators  as  arguments  to 
CONTAIN, and (AND (CONTAIN X3 OLIV) (NOT (CO 
is a complex proposition corresponding to th 
X3  contains  olivine  but  does  not  conta 
Elementary  commands  consist  of  the  name 
function plus  arguments,  ana  liice  propos 
commands  can  be  constructed using logical 
quantification.  TEST is a command tunction 
truth  value  of a proposition given as its 
(TEST (CONTAIN 310046 OLIV)) will answer yes 
on   whether  sample  S1Ü046  contains  oliv 
PRINTOUT  is  a  command  function  wnich 
representation for a designator given as its 
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Semantics of the Notation 
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it is not possible to prove most assertions about infinite 
sets in extensional mode), but is very el'ficient Tor a 
variety of question-answering applications. 

Semantic Interpretation 
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In LUNAh, this information about the semantic 
interpretations of syntactic structures is embodied in 

semantic rules consisting of pattens that determine whether 
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a rule can apply and actions that specify how the semantic 
interpretation is to be constructed. An example of such a 
rule is given in Figure 16. 

(S: SAMPLE-CONTAIN 

(S.NPCMEMl (SAMPLE))) 

(S.V (OR (EQU 1 HAVE) 

(EQU) CONTAIN))) 

(S.OBJ (MEM 1 (ELEMENT OXIDE ISOTOPE))) 

(PRED (CONTAIN(#1 1)(#3 1)))) 

f'igure 16: A Sample Semantic Interpretation Rule 

The name of tne rule is 5: bAi'iPLt-CuNTAiN, and the left-hand 
side, or pattern part of tne rule, consists of tnree 
templates wnich match fragments ot syntactic structure. The 
first template requires that the sentence being interpreted 
nave a subject noun phrase which is a member of the semantic 
class SAHPLfc, the second requires that tne verb be either 
"nave" or "contain", and the third requires a direct object 
wnich is either a chemical element, an oxiae or an isotope. 
The terms S.NP, S.V ana S.UbJ name schemata for tree 
fragments which are used not only to test for the presence 
of their corresponding syntactic structures in the sentence, 
but also to associate reference numbers with selected nodes 
in the structure. These numbers are usea for reference by 
the semantic conditions in tne templates and for use in the 
right-hand side of tne semantic rule, for example, the tree 
fragment S.NP locates the subject noun phrase of the 
sentence and associates tne reference number 1 with that 
noun phrase . 

The right-hand side, or action part, of the rule 
follows the right arrow and specifies tnat the 
interpretation of this node is to be a predicate formed by 
inserting tne interpretations of two constituent nodes into 
the schema (CONTAIN (# 1 1)(# 3 1)). where the expressions 
(# m n) refer to tne interpretation of the node with 
reference number n for template number m in the match of the 
left-hand side of tne rule. 

kk 
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Organization of Rules 

The semantic rules for interpreting sentences are 
usually governed by the verb of the sentence. That is, out 
of the entire set of semantic rules, only a relatively small 
number of them can possibly apply to a given sentence 
because of the verb mentioned in the rule. Similarly the 
rules which interpret noun phrases are governed by the head 
noun of the noun phr^'e. For this reason, the semantic 
rules in LÜNAH are indexed according to the heads of the 
constructions to which they could apply ar> , recoraed in the 
dictionary entry for tne head words. bach rule then 
characterizes a syntactic/semantic environment in which a 
word can occur and specifies its interpretation in that 
environment. The templates of a verb rule thus describe the 
necessary and sufficient constituents and semantic 
restrictions in order for the verb to be meaningful. Nouns 
in noun phrases benave similarly. That is, tne semantic 
rules not only specify the process of interpretation which 
assigns semantic representations, but their left-nand sides 
also specify tne conditions under wnich given words and 
constructions are meaningful. 

Semantic ;ales in General 
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In many question answering systems semantic 
interpretation rules are pairea more directly with the 
syntactic rules of tne grammar so tnat there is little or no 
template matching required (and consequently less latitude 
for producing semantic interpretations that are not in 
node-for-node correspondence witn the syntactic structure). 
In still otner systems, the semantics are not formalized in 
rules,   but  are  simply  embodieo  in  arbitrary  computer 

programs (and consequently  totally  unconstrained  in  what 
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could be done theoretically but providing little or no 
theory or conceptual framework for what is going on.) 
However, the kind of semantic rules tnat are used in LUNAR 
can be used as formal models to explain what is going 01 in 
the semantics of these other systems in which the semantics 
is either more restricted or less formalized. 

Semantic Judgments 
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In tne next few sections, wnat 1 would like to do is 
briefly survey the uses of semantic information which have 
been made in various question answering syst'ems using the 
notion of semantic interpretation rules as presented above 
to unify the aiscussion. I shall no longer be directly 
concernea with the use of the rules for the assignment of 
semantic interpretations to sentences, but with the 
ancillary use of tne information emboaied in these rules i'or 
other purposes . 
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In the next few sections I will discuss some of the 
techniques that nave oeen used in various question answering 
systems to use semantic information for this judgmental role 
and discuss their advantages and limitations for speech 
understanding applications. 

Semantic Selectional hestrictions 
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negative possibility, then semantic selectional restrictions 
may be violated by perfectly reasonable sentences. A speech 
understanding system which contains sucn restrictions 
embedded in its grammar will fail to parse such inputs. 
(For example, in Terry Winograd's blocks world program the 
sentence "Can a table like blocks?" fails to parse since the 
system applies the selectional restriction that "like" 
requires an animate subject.) A speech understanding system 
which used such selectional restrictions as a prerequisite 
for acceptability of an interpretation of a speech signal 
would be unable to "hear" this sequence of words no matter 
how well articulated and how successful the acoustic and 
phonological analysis, but would rather insist on looking 
for some other interpretation of the signal. 

An additional limitation of the semantic selectional 
restriction approach is that the necessary semantic 
information associated with a given argument to a verb is 
not necessarily associated with the lexical items in the 
noun pnrase, but may be associated with the referent of the 
noun pnrase instead. The association of such information 
with the dictionary entries for the words is really just an 
approxiiüatiün (alueit a usofui one for many applications) or 
what one really wants the semantic selectional restrictions 
to test , 

A major practical difficulty with incorporating the 
semantic selectional restrictions into the syntactic 
categories ot the grammar is the lack of extendability thus 
induced. If one wants to apply the system to a different 
domain of discourse or to extend the domain slightly, he has 
to redefine the categories of the grammar. 

Semantic Screening 

A sornewnat more versatile technique for using semantic 
information to select an appropriate parsing is to apply 
semantic rules to the nodes of the syntactic tree structure 
as tne noaes are ouilt by tne parser. If the node just 
constructed fails to have a semantic interpretation, then 
♦•not- nnmn,,* a* inn     natin     r,r     the  parser is rejected and the 

~ input. This 
c 
e 
s 
a 
s 
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have been con;-i..ued further. This argument, however, 
neglects to count the cost of the semantic interpretation on 
uncompleted parsings which would not have been completed in 
any case for syntactic reasons. Whether semantic screening 
really provides an increase in efficiency depends on the 
relative costs of the extra or unnecessary semantic 
processing and the syntactic processing that is thereby 
eliminated. In many situations, it is more efficient to 
complete the syntactic analyses and then apply the semantic 
testing. 
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"see", while in absence of semantic preference, the modifier 
"in the park" modifies the syntactically preceding noun 
phrase "man". The technique has not been systematically 
developed, however, and except for the placement of 
prepct ^ional phrase modifiers, the use of semantic 
judgments in LUNAR to select among alternative parsings is 
not well developed. 

Semantic Prediction 

All oi t e preceding techniques for making semantic 
judgments about completed syntactic constructions are of 
grert importance for speech understanding. There nre, 
however, situations in the course of understanding a speech 
utterance where one does not have a complete construction to 
work witn and would like to make use of semantic information 
to guide the speech understander to look for words which 
mignt have been slightly garbled or to provide initial 
prefprences among the words that are discovered on the basis 
of acoustic and lexical analyses alone. Given for example 
that we have found tne words "sample" and "contain" in a 
speech signal, we would like to make use of our semantic 
information to predict tnat there should now occur a word 
which is a chemical element, an oxide or an isotope. This 
information is contained in our semantic rules (specifically 
it is in tne left-hand sides of the rule*). Similarly upon 
encountering the words "sample" and "contain" among a large 
number of other words in the initial word lattice, we would 
like to use the semantic information to notice that these 
two words are related and perhaps go together in the 
interpretation of the utterance. botn of tnese semantic 
roles make use, not of the logical or interpretative sense 
of semantics, but of a kind of associational semantics which 
studies the semantic relationships among woras and concepts. 
There are a number ot psychologists and psycholinguists as 
well as peoplo in artificial intelligence, sociology and 
other field who have been trying tt model this aspect of 
semantics with various kinds of network structures. The 
initial impetus in this area was created by Rosd Quillian 
(I960, 1969), but other researchers in this area of 
semantics includ.. Abelson, Carbonell, Collins, Rumelhart and 
Norman, Schänk, Simmons, and others (a sampling of most ^f 
these authors is given in Schänk & Colby, 1973 and others 
are cited explicitly in tnis paper.) The work of Fillmore 
(1968) has also been influential in this area of study, and 
recently, similar notions have been used at HIT as the basis 
for programs that analyze visual scenes (winston, 1970). I 
will describe here some of the characteristics of semantic 
networks as Quillian visualized them which have direct 
application in speech understanding and which have been 
included in the BBN speech understanding system. 
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Semantic Intersection 
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Quiilian developed tne notion of' semantic intersection 
as an attempt to account tor tne human capability to 
immediately identify the relationsnips between diverse 
things such as between 'plant' and 'alive' or (more subtly) 
between Madrid and Mexico, and to account for the tendency 
of people to accept an ambiguous term in a particular sense 
induced by the appropriateness to the context without 
noticing the other possible senses (a phenomenon called 
"foregrounding"). In foregrounding, the appropriate sense 
is somehow brought forward and made more accessible than the 
other senses due to the influence of the context. Tt-.t. 
mechanism which Quiilian proposed to account for such 
phenomena and which he believed was the principal process 
for accessing information from one's knowledge store was a 
process which he called semantic intersection. Quiilian 
assumed tnat in the brain, whenever a concept was brought 
into consideration in a discourse or wnatever, it was 
somehow stimulated or "activated" and tnat this activation 
passed out in waves from the source of tne stimulation to 
the concept noaes to wnicn it was connected. When the 
activation waves from two different sources met at some node 
in the memory, a semantic intersection was detected, and a 
path through tne semantic memory was tnereby established 
which represented the semantic relationship between the two 
source concepts. (e.g. tnadrid is in Spain which is like 
Hexico in language and culture.) Similarly, such activations 
have some auration in time, and wr.en an ambiguous word is 
encountered, tne sense that people are likely to take is the 
sense which has semantic connections with concepts that are 
currently activated (as detected by tne presence of semantic 
intersections) . 
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the importance of breaking a priori orderings of processing 
in speecn understanding in favor of multiple, redundant ways 
of achieving the same result. In any given utterance, it 
could be one of the critical head words that is garoled, and 
one would like to be able nevertheless to find the semantic 
relationships among the arguments and use tiicin to predict 
the missing head. 

Other Aspects of Semantic Nets and 
Knowledge Representation 
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utterance has been misheard. The ability to fully use this 
level of sopnisticated inference as part of a speech 
understanding system, however, will probably have to await 
further developments in the ongoing studies in knowledge 
representation and mechanical inference. The techniques 
which exist today in these areas are either extremely 
limited or inordinately cumbersome. 

• ■ 
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CUNCLUSIUN 

I have attempted here to provide a perspective on some 
of the work that has been done in the areas of syntax and 
semantics for understanding natural language by machines and 
to call special attention to those techniques which have 
particular relevance to the problems of speech 
understanding - 
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The use of word lattices as input instead of sequences 
and the desigr. of parsing algorithms around well-formed 
substring tables or charts appear to be viable metnods for 
dealing with the comoinatorial problem of speech 
understanding. The merging of common parts of different 
analyses permitted Dy transition network grammars is also 
helpful in this respect. In order to be able to correct 
errors, it will be essential to be able to come at a given 
parsing from several directions. Consequently checks will 
be necessary at appropriate points to avoid duplicating an 
analysis that has already been found. 

Another important role of syntax in a speech 

understanding system is the prediction of those places where 
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small function words might occur in order to compensate for 
tne unreliability of their identification by lexical 
analysis . 
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